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Abstract

A new method is proposed in this paper to extract simple auxiliary phrases automatically from a
Japanese corpus. A simple auxiliary phrase is a kind of idiomatic expressions to act as an auxiliary
verb or a postpositional particle. The point of the proposed method is to utilize the three heuristics
concerning simple auxiliary phrases. The method has an advantage to be carried out without a
dictionary, a grammar and a syntactic parser. An experiment was performed on the newspaper

articles for one month.
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1 Introduction

This paper presents a new method to extract simple
auxiliary phrases automatically from a Japanese cor-
pus. A simple auxiliary phrase is a kind of idiomatic
expression to act as an auxiliary verb or a postposi-
tional particle. In Japanese, it is called “fuzokugo-
teki-hyougen” ! (e.g., “ICHALT" |, “UiFhIEI S
L)1

In case of analyzing a Japanese sentence, first the
sentence has to be divided into words, then its syn-
tactic structure is built by the given grammar. But,
for the simple auxiliary phrase, it is not efficient to
divide the phrase into words.

The meaning of a simple auxiliary phrase cannot
be constructed by combination of the meanings of
each word, by which the phrase is composed. In ad-
dition, a simple auxiliary phrase is idiomatic expres-

sion, that is, in which the order of words cannot be .

changed, and other words cannot be inserted. Thus,
it is no use to divide a simple auxiliary phrase into
words. It should be more effective to handle a simple

1We put “fuzokugo-teki-hyougen” into “auxiliary phrase”,
but it may not be suitable translation.
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auxiliary phrase as one word. Therefore, it is neces-
sary to include simple auxiliary phrases in dictionary
as lexical entries.

However, it is difficult to distinguish these sim-
ple auxiliary phrases from other general phrases.
Each time a system is designed, the distinction be-
tween simple auxiliary phrases and general phrases
has been subjectively defined at a great cost. More-
over, it is unclear whether the phrases were collected
consistently and whether all of the simple auxiliary
phrases were extracted.

To overcome the problems mentioned above, we
propose a new method to extract simple auxiliary
phrases automatically from a corpus. This automatic
extraction ensures objective and consistent selection
of simple auxiliary phrases. Using a large corpus, all
necessary phrases would be extracted.

First, we define o-sequence as follow.

O-sequence
o-sequence consists of HIRAGANA characters
and KANJI characters, but a KANJI character
cannot be followed by another KANIJI charac-
ter.



* The point of our method is to utilize the following
three heuristics concerning simple auxiliary phrases:

(H1) A simple auxiliary phrase is a
O -sequence.

(H2) Characters which .precede or follow a
simple auxiliary phrase are limited.

(H3) The words which compose a simple aux-
iliary phrase are strongly connected.-

In our method, all o-sequences whose length is
N are extracted form a corpus, where N > 4. The
set of sequences obtained by this operation is named
SET-A. In view of (H1), all simple auxiliary phrases
must exist in SET-A. Next, using (H2) and (H3),
the sequences which are not simple auxiliary phrases
are removed from SET-A. Lastly, redundant phrases
are removed,i.e., if P1 and P2 belong to SET-A, and
P1 is a subsequence of P2, then P1 is removed from
SET-A. As a result, we can acquire simple auxiliary
phrases(Fig.1).

SET-A

H
c ikt Sequen—| H3
orpus 22

Exitract Select

Fig.1 Extraction of simple auxiliary phrase

The proposed method has an advantage to be
easily carried out. Recently, many researches on
“knowledge acquisition ‘from corpora” have been
done[2]. However, most of them are based on a high-
cost analysis environment, or a large tagging data
(for example [3]). Thus, these method cannot be
performed under other environments, and it is hard
to expand to a large scale experiment. On the other
hand, the proposed method is very simple. More-
over, it can be implemented without a dictionary, a
grammar and a syntactic parser, since the proposed
three heuristics (H1-H3) are related only to the char-
acter tj(pe in Japanese.

An experiment of this method was performed
on the articles of ASAHI-SHINBUN for one
month(about 9Mbyte). We report the result of this
experiment in a latter section.
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2 Automatic extraction of sim-
ple auxiliary phrases

2.1 Classification of auxiliary phrases

Auxiliary phrases are divided into two groups. One
is “simple auxiliary phrase”. In this group the words
which compose the phrase are strongly connected
and. this phrase can be regarded as one word. The
other is “complex auxiliary phrase”. In this group
the words which compose the phrase may not nec-
essarily appear consecutively 2. In other word, it is
possible to insert other words in a complex auxiliary
phrase but not in a simple auxiliary phrase.

Further, simple auxiliary phrases are divided into
two groups. One is “relational phrase” to act as a
postpositional particle. The other is “auxiliary state-
ment phrase” to act as an auxiliary verb.

This paper deals with only simple auxiliary
phrases(Fig.2).
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Fig.2 Classification of auxiliary phrase

2.2 Extraction by character types

By using (H1), all sequences which may be a simple
auxiliary phrase could be picked up from a corpus.
To explain concretely, we pick up all o-sequences
whose length are v (> 4)from a corpus. In view of

2u

simple” and “complex” are the translations of * ichigosei
and “tagose, respectively.

"



[EX1]

FTOEZRBIELT, BEVREHLA-122 L1k, BRROCH2BREEThHo - L ITZ,
ARIERZFEORR AT AEEO TS L2 0 LOTHA,

(Original Text) ~——>  (KANJI (22), Comma, Peirod ==> @)

T0O000IEHL TOREVSO0L A7 LIIO000D L7 EN00 THo1- LI 20
00:2000000000: 572000000 :1:1,0TH20

Fig.3 Effect of (H1)

(H1), all simple auxiliary phrases must exist in the
o-sequences picked up.

" For example, let us apply the above operation to
[Ex1](Fig.3). The following sequences for each length
N (= 4,5,6 ) are extracted by the operation from
[EX1].

N =4 .. set-1
IKBALT, BEWA, L&k, §-71-2, o7
&, iR oPhE, DULEER, LES
¥, ThHoTz, Hofcd, oic&it, Tc&iiey,
LiRWZ, IKdd 5, 2abd, atbo, &
DT, LOTH, OTHA

N=5 .. set-2
L&oicl, &o7cl &, o= &, o4
B, PUEBRA, Thotcd, botckit -7
LTy, cEiRNZ, 28Lbo, ghboT,
LHDOTH, bOTHD

N =6 .. set-3
L&zl &, &7z &ig, DR, T
Holckid, Holckiny, »7-EI3E, 25
tboT, gtdboTh HbOTHB

In this example, N cannot be greater than 8. The
above operation is applied to all sentences in a cor-
pus. The set of sequences extracted by these opera-
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tions is named SET-A. As mentioned above, in view
of (H1), all simple auxiliary phrases are in these se-
quences. On the matter of fact, “}IBALT” , “i=i4
5", and “$DTHB” used in [Exl], which seem to
be simple auxiliary phrases, belong to set-1 or set-2.

2.3 Selection by characters around
the phrase

SET-A includes all simple auxiliary phrases, but also
includes a large number of junk sequences. Next, we
remove these junk sequences from SET-A by using
(H2).

2.3.1 Selection of relational phrase

The word which directly precedes a relational phrase
must be a noun, because this phrase acts as postpo-
sitional particle. Moreover, the word which directly
follows a relational phrase must be a noun, a verb, or
a comma. In Japanese documents, most nouns are
written with KXANJI characters. Further, the first
character of a verb is generally a KANJI character.
These characteristics imply that if a sequence a is a
relational phrase, a sequence of the form “C a” or
“a C" (where C is a HIRAGANA character) rarely
appears in SET-A. By applying this heuristics to all
sequences in SET-A, it can be judged whether a se-
quence is a relational phrase or not.



Note that it is not necessary to search “C a”
or “a C” in the whole corpus, but only in SET-A
because these sequences are a o-sequence.

2.3.2 Selection of auxiliarj statement phrase

In most cases, the character which directly follows an
auxiliary statement phrase is a period or a KANJI
character, because this kind of phrase is either placed
.at the end of a sentence or 2 modifier which precedes
anoun. This means that if a sequence a is an auxil-
iary statement phrase, a sequence of the form “a@ C”
(where C is a HIRAGANA character) rarely appears
in SET-A.

Since an auxiliary statement phrase acts as aux-
iliary verb, the word which directly precedes an aux-
iliary statement phrase is generally a verb, a adjec-
tive, or adjectival verb. These words (verbs, adjec-
tives, and adjectival verbs) inflect, and each inflected
form ends in a HIRAGANA character. For example,
MIZEN form 3 of the Japanese verb “47 {” ends in
a HIRAGANA character “5” or “Z” (Fig.4).

7¢ —0—> f1 @ (L)
original form
Hizen form

—>ﬁ®(a)

Mizen form

Fig.4 Inflection of “47¢”

Each auxiliary statement phrase requires a spe-
cific inflectional ending. Thus, not all HIRAGANA
characters can be appeared in “C a” above. For ex-
ample, the auxiliary statement phrase “ZZiFHE7i S
724" requires a MIZEN form. HIRAGANA charac-
ters which can directly precede the auxiliary state-
ment phrase “ZZiFHIEIL 57UV are listed below.

AREE S e ORI SR T |
HiGEE AT SR AR e
CRTR G SN 2 S e
AR i B R R RS

3In Japanese, there are six inflection forms(i.e. MIZEN,
RENYOU, SHUUSHI, RENTAI, KATEI, and MEIREI form).

This "set of HIRAGANA characters is named

MIZEN_H SET. RENYOU_H_SET,
SHUUSHI_H_SET, RENTAI H SET,
KATEIHSET, and MEIREI_H_ SET are built up.

The following operation is preformed to extract
auxiliary statement phrases from the whole sequences
in SET-A.

First, pick up a sequence of the form “C a” -
from SET-A. If C belongs to X_H_SET, increment X
counter by 1 (X is one of MIZEN, RENYOU, SHU-
USHI, RENTAI, and MEIREI).

If the @ above is an auxiliary statement phrase,
the number of its occurrences should be nearly equal
to the value of one of the X counters.

By applying these rules to a in SET-A, it is
judged whether that a can be an auxiliary state-
ment phrase or not.

The sequences which not only belong to SET-
A but also satisfy the restrictions described in this
section form a set-called SET-B.

Similarly,

2.4 Selection by the connection be-
tween characters

SET-B still contains many phrases which cannot
be regarded as simple auxiliary phrases. Jor exam-
ple, “H L 72" is a o-sequence and often locates
between 2 KANJI characters. However, it is hard to
regard the phrase “%#8U /2" as a simple auxiliary
phrase. :

In this section, we explain the method to remove
sequences which cannot be regarded as a simple aux-
iliary phrase from SET-B, by using (H3).

The heuristics (H3) is based on the same idea
explained in [4]. Both methods use the fact that if
a sequence represents an idiomatic expression, such
sequences must appear repeatedly in a corpus. In
addition to this idea, the method proposed in this
paper adopts the heuristics (H1) and (H2), as this
method is specialized in extracting simple auxiliary
phrases.

In view of (H3), it is clear that if a phrase 7

7 =a102-:-a,
(where a; is a character)

is a simple auxiliary phrase, the connection between
a) and a; is strong. So is e¢,_; and a,.
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Ijzngth I number of different sequence f total number of sequences

l most frequent sequence

4 161026 985379 | L TL 5 (4765)
5 195762 423820 | =N TL 5 (893)
6 196833 310422 | IZ7X > TU 5 (491)
7 174064 226526 | #iFhidis 575 (346)
8 142082 165801 | iR 5780 (327)
9 110113 120632 | & L& ShiC Lic (161)
10 82730 87369 | 52 &SI L (76)
11 60799 62925 | LZBZ EEBA ST L7z (30)
12 43927 44909 | TWAB I EEH oML (27)
13 31333 31782 | TOEMLPLH & D ITRDEY (23)
14 22183 22387 | BB bDTH - TIEE ST (5)
Table.l Extraction by character types
Suppose The method to remove these junk sequences from

/
14 =6102"'Gn

and

"
T =083 -a,_1b,

(\‘vhere a1 # by,an # b, by, b, are characters )

If 7 is a simple auxiliary phrase, there are few
7" and 7" in SET-A. This is the third criterion of
the selection.

In the above example “%#8 /2", both of “Hb<:
TEM" and “BEOEHHU" are grammati-
cal and equally plausible. Thus, the character which
directly precedes “f /=" will not be restricted to
one.-So “% B /" cannot be regarded as a simple
auxiliary phrase.

. The sequences which not only belong to SET-
B but also satisfy the restriction described in this
section form a set called SET-C.

2.5 Removal of redundant phrases

There are still some junk sequences in SET-C. Most
of them are subsequences of other sequences in
SET-C.

For example, if the simple auxiliary phrase “H
585 &” exists in SET-C, the junk sequence “5 &,
% &” would also exist in SET-C, because the char-
acter which directly precede the sequence “% 8.3
&” is mostly the character “"’ which is a member
of MIZEN_H.SET. Thus, the junk sequence “& 8
% &” is mistaken as the auxiliary statement phrase
connected to the MIZEN form.

SET-C is very simple. If @ and “C a” are found
in SET-C, we remove a from SET-C. Note that this
operation is done increasing order of the length. As
a result, we acquire simple auxiliary phrases required
in this paper.

3 Experiment

We experimented with the proposed method. As a
corpus, we made use of ASAHI-SHINBUN articles
for one month. The total amount of the text is about
9 Mbtye.

First, we produced SET-A with this corpus by the
operation mentioned in section 2.2. Table.l shows
the number of different sequences and total number
of sequences for each length N > 4. We ignored se-
quences whose length is greater than 14 because even
number of occurrence of this most frequent sequence
was too small.

Next, from sequences which appear more than
10 times in SET-A, we removed junk sequences by
the operations which were explained in section 2.3
2.4 and 2.5. Table.2 shows the number of sequences
in the sets (SET-B, SET-C) and the number lastly
acquired phrases

As a result, 296 phrases were acquired. The fol-
lowing shows the detail. In the Appendix-1, some of
the phrases acquired by this experiment are shown.
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[ length [ freq. > 10 | SET-B

] SET-Ciacquired phrases }

4 7930 2174 92 83
5 4835 1624 78 63
6 2300 881 83 60
7 881 350 56 36
8 326 159 38 33
9 110 15 10
10 48 10 4
11 21 7 4
12 |- 7 3 3
13 2 0 - 0
[ total | 16460 | 5280 | 382 296 |
Table.2 Removing junk sequences
4 Discussion
+-— Relational Phrase 115 .
+-- Auxiliary Statement Phrase 87 The errors caused by (C2) are serious because (C2)
| implies not only that wrong phrases are extracted
but also that true simple auxiliary phrases are not

+————— Wrong 94

The causes of wrong extractions are listed below.

(C1) The sequence was an actual word. For ex-
ample, « ) U 5;\;‘_3-:::’ “abuh B ; “:B:?O‘{J‘
12" ...etc. (49)

(C2) As a truesimple auxiliary phrase had not been
extracted, its partial phrase was left in SET-C.
(14) i

In the next section, we discuss this cause in
detail.

(C3) The sequence contained a demonstrative pro-
noun (in Japanese, demonstrative pronouns
consist of HIRAGANA characters). For exam-

ple, “ChicxLT?, “ChET@D”, “Ehis

DI ... ete. (12)

(C4) It was hard to regard the phrase as one word.
For example, “IZfI7LD, “LH5EL” ... etc.

(10)

(C5) The sequence contained a suffix of nouns (in
Japanese, suffies generally consist of HIRA-
GANA characters). For example, “Z AT &
%5EL “lebisl St ete. (8)

extracted. Hereafter we will talk about the error of
this type in detail.

The main cause is that we set too strong con-
straint for the connection between characters in the
simple auxiliary phrase. In the experiment, a se-
quence ¥

7 p— ulaz DR an
(where a; is a character)

cannot be regarded as a simple auxiliary phrase if
(1) the number of occurrence of 7’ exceeds 1/10 of
that of 7, or (2) the number of occurrence of 7"
exceeds 1/10 of that of 7.

We show two remarkable cases. The first case is
the interchangeablitly of Japanese words. For exam-
ple, the phrase “T ¢ 72X UV is a simple auxiliary
phrase. But it is also appears in the form of “T
¢ 72E V" when some kinds of verbs directly pre-
cede this phrase. This means “T” and “T” can be
used in the almost same context. The second case
is the possibility of insertion of one-character-word
“$”. This word, different from other words, can be
inserted even in a simple auxiliary phrase. For ex-
ample,

b5t ==> ([Zhhdhbod

To refine the proposed method, the following
ideas would be helpful.
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(A1) Use of a dictionary
Most of the wrong extractions can be prevented
by using a dictionary, especially for the case
of (C1). By analyzing the extracted phrases
with a dictionary, wrong phrases caused by
(c3),(C4) and (C5) can be removed.

(A2) Use of another heuristics

Adding the following heuristics would be use-
ful.

1. The first word in a relational phrase is a
postpositional particle.

2. The last word in the auxiliary state-
ment phrase is in SHUUSHI form, or the
word is the ending postpositional particle
(“SHUU-JOSHI").

(A3) Refinement of the rules
By relaxing the too string restriction of the oc-

currence, failures caused by (C2) would be re-
duced.

The proposed method can be used not only for
full automatic simple auxiliary phrase extraction but
also for computer-aided dictionary compilation.

If we admit a consecutiver KANJI characters in
a o-sequence, it is possible to get greater variety of
simple auxiliary phrases.

As the proposed method is very simple, it can
be easily applied a large scale experiment. In addi-
tion, this method can be performed even without a
dictionary, a grammar, and syntactic parser, which
are very expensive resources. In real, our experiment
was done by AWK and SORT which are UNIX tools.

We believe that this method can be used to ex-
tract frequent used expressions from a corpus. To
build a practical natural language processing sys-
tem(e.g., machine translation system), it is neces-
sary to gather frequent used expressions[5][6]. This
method is very helpful to gather these expressions.

5 Conclusion

A new method was proposed to extract simple aux-
iliary phrases automatically from a Japanese corpus.
The point of this method is to utilize the three heuris-
tics (H1-H3) concerning auxiliary phrases. These
heuristics are mainly based on the character type in
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Japanese. Thus, the proposed method can be imple-
menteéd ‘without a dictionary, a grammar and a syn-
tactic parser. In addition, the heuristic (H1) is de-
rived from the characteristics of Japanese sentence.
By using (H1), this method is efficient. Through the
experiment, it was shown that the proposed method
1s useful to pick up simple auxiliary phrases from a
corpus. We provided some ideas(e.g., use of a dictio-
nary) to make the method more efficient.

In the future, we would like to apply the proposed
method to extract complex auxiliary phrases and the
frequent used expressions.
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Appendix-1

TSI S, NI EXBEOMI Lz, JEFBESMIL T,

TWB I Edbdofe, WHREESENh T, JENTEEDM T

S EEBHOSMILI, TOORIEFESIEL, TEHEWTLL I, HiFhiEEhEEA,
MHBELTING, SEIBDESHE, CEIHEEARS, SEEahin
TmDEE TS, TWAZERHL, THA3DERID, L) ERESS,

LS bDE ST, EOEZERLE, EiiBbUd -, ELHTHNTINS,
BIFIZIEOIE, SEXNFFE LWL, SEICLTWS, ZEicbE Lk
EDNES, TEEED o, TELHNBB, THADICHL, TLEWE LK,
ELDEZILL, ELTIHTDT, ERSNTVS, bOELSNS,
IELHET D, ZRTEEDIS, by, HS5EN-T, Z&ETLED,
ST NS S lES i S E EEr i N E e e s e SR
SEICHLT, SEEEFEZ TWLHERS, THolvicly, 12 HPF 0,
DEFICLT, BEZICL W, b7, FHATLRE, 2509,
RIBUTHE, DT, DoiEsd, hobhdbl, BELPT, ZEL£BD,

C DS, Skici, ZHTEL, ThEk, THAPET, THEicl,
IChADE, ICTELL, bDELT, 2BH<-T, £&bIT, LW ED,

lIcBir s, K2V, 27T, ICE-5T, IK&3 &, I&hid, KBELT,
ICEELT, IR, ICHLT, IET 3, 18-, iKElLic, ons,
ELT, =#ULT etc

Fig.5 A part of simple auxiliary phrases
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